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Activation functions
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ρ(Rπ) ReLU ((1
0)) = ρ(Rπ) (1

0) = (−1
0 )

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

Incompatible activation function: point-wise non-linearity for non-regular types



Activation functions

2

ρ(Rπ) ReLU ((1
0)) = ρ(Rπ) (1

0) = (−1
0 )

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

Incompatible activation function: point-wise non-linearity for non-regular types



Activation functions

2

ρ(Rπ) ReLU ((1
0)) = ρ(Rπ) (1

0) = (−1
0 ) ReLU (ρ(Rπ) (1

0)) = ReLU ((−1
0 )) = (0

0)

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

Incompatible activation function: point-wise non-linearity for non-regular types



Activation functions

2

ρ(Rπ) ReLU ((1
0)) = ρ(Rπ) (1

0) = (−1
0 ) ReLU (ρ(Rπ) (1

0)) = ReLU ((−1
0 )) = (0

0)

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

Incompatible activation function: point-wise non-linearity for non-regular types



Activation functions

2

ρ(Rπ) ReLU ((1
0)) = ρ(Rπ) (1

0) = (−1
0 ) ReLU (ρ(Rπ) (1

0)) = ReLU ((−1
0 )) = (0

0)

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

Incompatible activation function: point-wise non-linearity for non-regular types



Activation functions

3

ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

Compatible activation function: norm-based activation functions

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers



Activation functions

3

ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

Compatible activation function: norm-based activation functions

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers



Activation functions

3

ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

Compatible activation function: norm-based activation functions

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers



Activation functions

3

ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

Compatible activation function: norm-based activation functions

σ(∥ρ(Rπ) ̂f(x)∥)ρ(Rπ) ̂f(x) = ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers



Activation functions

3

ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

Compatible activation function: norm-based activation functions

σ(∥ρ(Rπ) ̂f(x)∥)ρ(Rπ) ̂f(x) = ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers



Activation functions

3

ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

Compatible activation function: norm-based activation functions

σ(∥ρ(Rπ) ̂f(x)∥)ρ(Rπ) ̂f(x) = ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers



Activation functions

3

ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

Compatible activation function: norm-based activation functions

σ(∥ρ(Rπ) ̂f(x)∥)ρ(Rπ) ̂f(x) = ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers



Activation functions

4

ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

Compatible activation function: norm-based activation functions

σ(∥ρ(Rπ) ̂f(x)∥)ρ(Rπ) ̂f(x) = ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

ρ(Rπ) σ( f0(x)) ̂f(x) = ̂f′￼(x)

Compatible activation function: gated non-linearities

σ(ρ0(Rπ)f0(x))ρ(Rπ) ̂f(x) = ρ(Rπ) σ( f0(x)) ̂f(x) = ̂f′￼(x)
using predicted scalar fields (type-0)



Activation functions

4

ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

Compatible activation function: norm-based activation functions

σ(∥ρ(Rπ) ̂f(x)∥)ρ(Rπ) ̂f(x) = ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

ρ(Rπ) σ( f0(x)) ̂f(x) = ̂f′￼(x)

Compatible activation function: gated non-linearities

σ(ρ0(Rπ)f0(x))ρ(Rπ) ̂f(x) = ρ(Rπ) σ( f0(x)) ̂f(x) = ̂f′￼(x)
using predicted scalar fields (type-0)



Activation functions

5

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

ℒθ σ( f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

Compatible activation function: any element-wise activation for regular representations or scalar fields

element-wise activations commute with permutations

0.042549
-0.0318842
0.449976
0.518898
0.0809363
-0.381838
-0.246385
0.0339682
-0.0889098
-0.423848
-0.237234
-0.165412
-0.202231
-0.0672638
0.306023
0.642875
0.104635

α

αn α



0.042549
0.

0.449976
0.518898
0.0809363

0.
0.

0.0339682
0.
0.
0.
0.
0.
0.

0.306023
0.642875
0.104635

Activation functions

5

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

ℒθ σ( f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

Compatible activation function: any element-wise activation for regular representations or scalar fields

element-wise activations commute with permutations

α

αn α



Activation functions

5

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

ℒθ σ( f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

Compatible activation function: any element-wise activation for regular representations or scalar fields

element-wise activations commute with permutations

0.306023
0.642875
0.104635
0.042549

0.
0.449976
0.518898
0.0809363

0.
0.

0.0339682
0.
0.
0.
0.
0.
0.

α

αn α



Activation functions

5

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

ℒθ σ( f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

Compatible activation function: any element-wise activation for regular representations or scalar fields

element-wise activations commute with permutations

σ(ℒθ f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

0.306023
0.642875
0.104635
0.042549

0.
0.449976
0.518898
0.0809363

0.
0.

0.0339682
0.
0.
0.
0.
0.
0.

0.042549
-0.0318842
0.449976
0.518898
0.0809363
-0.381838
-0.246385
0.0339682
-0.0889098
-0.423848
-0.237234
-0.165412
-0.202231
-0.0672638
0.306023
0.642875
0.104635

α

αn α



Activation functions

5

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

ℒθ σ( f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

Compatible activation function: any element-wise activation for regular representations or scalar fields

element-wise activations commute with permutations

σ(ℒθ f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

0.306023
0.642875
0.104635
0.042549

0.
0.449976
0.518898
0.0809363

0.
0.

0.0339682
0.
0.
0.
0.
0.
0.

0.306023
0.642875
0.104635
0.042549

-0.0318842
0.449976
0.518898
0.0809363
-0.381838
-0.246385
0.0339682
-0.0889098
-0.423848
-0.237234
-0.165412
-0.202231
-0.0672638

α

αn α



Activation functions

5

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

ℒθ σ( f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

Compatible activation function: any element-wise activation for regular representations or scalar fields

element-wise activations commute with permutations

σ(ℒθ f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

0.306023
0.642875
0.104635
0.042549

0.
0.449976
0.518898
0.0809363

0.
0.

0.0339682
0.
0.
0.
0.
0.
0.

0.306023
0.642875
0.104635
0.042549

0.
0.449976
0.518898
0.0809363

0.
0.

0.0339682
0.
0.
0.
0.
0.
0.

α

αn α



Activation functions

5

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

ℒθ σ( f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

Compatible activation function: any element-wise activation for regular representations or scalar fields

element-wise activations commute with permutations

σ(ℒθ f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

0.306023
0.642875
0.104635
0.042549

0.
0.449976
0.518898
0.0809363

0.
0.

0.0339682
0.
0.
0.
0.
0.
0.

0.306023
0.642875
0.104635
0.042549

0.
0.449976
0.518898
0.0809363

0.
0.

0.0339682
0.
0.
0.
0.
0.
0.

α

αn

Fourier-based ( )ℱH σ(ℱ−1
H

̂f )

α



Fourier-based ( )ℱH σ(ℱ−1
H

̂f )

Activation functions

6

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

Compatible activation function: tensor product activations (equivariant polynomials)

ℒθ σ( f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

Compatible activation function: any element-wise activation for regular representations or scalar fields

σ(ℒθ f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

Compatible activation function: norm-based activation functions

σ(∥ρ(Rπ) ̂f(x)∥)ρ(Rπ) ̂f(x) = ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

ρ(Rπ) σ( f0(x)) ̂f(x) = ̂f′￼(x)

Compatible activation function: gated non-linearities

σ(ρ0(Rπ)f0(x))ρ(Rπ) ̂f(x) = ρ(Rπ) σ( f0(x)) ̂f(x) = ̂f′￼(x)
using predicted scalar fields (type-0)



Fourier-based

Activation functions

7

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

Compatible activation function: tensor product activations (equivariant polynomials)

ℒθ σ( f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

Compatible activation function: any element-wise activation for regular representations or scalar fields

σ(ℒθ f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

Compatible activation function: norm-based activation functions

σ(∥ρ(Rπ) ̂f(x)∥)ρ(Rπ) ̂f(x) = ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

ρ(Rπ) σ( f0(x)) ̂f(x) = ̂f′￼(x)

Compatible activation function: gated non-linearities

σ(ρ0(Rπ)f0(x))ρ(Rπ) ̂f(x) = ρ(Rπ) σ( f0(x)) ̂f(x) = ̂f′￼(x)
using predicted scalar fields (type-0)



Fourier-based

Activation functions

7

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

Compatible activation function: tensor product activations (equivariant polynomials)

ℒθ σ( f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

Compatible activation function: any element-wise activation for regular representations or scalar fields

σ(ℒθ f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

Compatible activation function: norm-based activation functions

σ(∥ρ(Rπ) ̂f(x)∥)ρ(Rπ) ̂f(x) = ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

ρ(Rπ) σ( f0(x)) ̂f(x) = ̂f′￼(x)

Compatible activation function: gated non-linearities

σ(ρ0(Rπ)f0(x))ρ(Rπ) ̂f(x) = ρ(Rπ) σ( f0(x)) ̂f(x) = ̂f′￼(x)
using predicted scalar fields (type-0)



Fourier-based

Activation functions

7

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

Compatible activation function: tensor product activations (equivariant polynomials)

ℒθ σ( f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

Compatible activation function: any element-wise activation for regular representations or scalar fields

σ(ℒθ f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

Compatible activation function: norm-based activation functions

σ(∥ρ(Rπ) ̂f(x)∥)ρ(Rπ) ̂f(x) = ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

ρ(Rπ) σ( f0(x)) ̂f(x) = ̂f′￼(x)

Compatible activation function: gated non-linearities

σ(ρ0(Rπ)f0(x))ρ(Rπ) ̂f(x) = ρ(Rπ) σ( f0(x)) ̂f(x) = ̂f′￼(x)
using predicted scalar fields (type-0)



Activation functions

8

σ (ρ(g) ̂f(x)) = ρ′￼(g) σ ( ̂f(x))
Activation functions should commute with the representation of the fibers

Compatible activation function: tensor product activations (equivariant polynomials)

ℒθ σ( f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

Compatible activation function: any element-wise activation for regular representations or scalar fields

σ(ℒθ f(x, α)) = σ( f(x, α − θ)) = f′￼(x, α − θ)

ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

Compatible activation function: norm-based activation functions

σ(∥ρ(Rπ) ̂f(x)∥)ρ(Rπ) ̂f(x) = ρ(Rπ) σ(∥ ̂f(x)∥) ̂f(x) = ̂f′￼(x)

ρ(Rπ) σ( f0(x)) ̂f(x) = ̂f′￼(x)

Compatible activation function: gated non-linearities

σ(ρ0(Rπ)f0(x))ρ(Rπ) ̂f(x) = ρ(Rπ) σ( f0(x)) ̂f(x) = ̂f′￼(x)
using predicted scalar fields (type-0)

Fourier-based ( )ℱH σ(ℱ−1
H

̂f )


